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ABSTRACT

Data fusion is the operation of integrating data from differ-
ent modalities to construct a single consistent representation.
This paper proposes variations of coupled dictionary learn-
ing through an additional factorization. One variation of this
model is applicable to the pansharpening data fusion prob-
lem. Real world pansharpening data was applied to train and
test our proposed formulation. The results demonstrate that
the data fusion model can successfully be applied to the pan-
sharpening problem.

Index Terms— data fusion, dictionary learning, pan-
sharpening, hyperspectral

1. INTRODUCTION

Data fusion methods integrate different sources of informa-
tion to construct a single consistent representation. Pansharp-
ening is a data fusion problem which aims to combine high
spatial and high spectral resolution data sets. Specifically,
given a high resolution panchromatic image, the goal is to
sharpen corresponding low resolution multispectral imagery
to obtain a high resolution multispectral image.

One approach to solving the pansharpening problem is
dictionary learning. After training dictionaries to represent
the different bands of a multispectral image, the trained model
can be used to sharpen the low resolution images. The pro-
posed dictionary learning model for data fusion can be ap-
plied to the pansharpening problem. Training and validating
the model on real world data demonstrates the data fusion for-
mulation’s viability for pansharpening.

2. BACKGROUND

Dictionary learning is a method that finds a set of vectors with
the goal of sparsely representing a family of signals. Typi-
cally, one wishes to represent a set of signals S, with a dictio-
nary D, whose columns are called atoms, and sparse assign-
ment vectors X . A classic approach to this is the minimiza-
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tion problem

argmin
D,X

1

2
‖DX − S‖2F + λ‖X‖1,

subject to ‖D‖2,∞ ≤ 1,

where λ is referred to as the regularization parameter that con-
trols sparsity, and the constraint on D keeps the dictionary
bounded [1]. More precisely the constraint

‖D‖2,∞ = max
i

√∑
j

|Dj,i|2 ≤ 1,

keeps the euclidean norm of each atom bounded above by
1. After learning a dictionary, one can use that dictionary to
sparsely represent signals since DX ≈ S. Dictionary learn-
ing has had numerous uses, of which two notable applications
are image denoising and inpainting.

When dictionary learning is applied to images, the signals
are constructed by vectorizing overlapping patches or subim-
ages of a fixed size. Several preprocessing techniques can be
applied to the vectorized patches such as centering, normaliz-
ing, and whitening [2]. If one wishes to reconstruct the image
after sparsely encoding the overlapping patches it is typical to
resolve the multivalued pixels by averaging.

Coupled dictionary learning trains two different dictionar-
ies to represent two different but related signals. A typical
formulation for coupled dictionary learning is

argmin
Di,Xi,W

σ1
2
‖D1X1 − S1‖2F +

σ2
2
‖D2X2 − S2‖2F+

γ

2
‖WX1 −X2‖2F + λ‖X‖1,

subject to ‖Di‖2,∞ ≤ 1 for i = 1, 2.

Coupled dictionary learning has had significant success in im-
age superresolution as well as image analogies [3, 4].

3. RELATED WORKS AND OUR CONTRIBUTION

There are a variety of approaches to the pansharpening prob-
lem [5, 6]. Two of the more basic approaches to pansharpen-
ing that we will compare against are Gram-Schmidt (GS) [7]
and principal component analysis (PCA) [8]. GS and PCA



Fig. 1: Sample dictionary atoms transformed to the reference image space.

Fig. 2: Sample dictionary atoms transformed to the degraded input image space.

provide a good benchmark for validation of problem formu-
lation. There have also been a few previous works using vari-
ations of dictionary learning or sparse coding for pansharp-
ening [9, 10]. Our investigation entails adding an additional
factorization to coupled dictionary learning to solve the pan-
sharpening problem.

We propose a different and novel variation of coupled dic-
tionary learning with the goal of demonstrating that an ad-
ditional factorization provides some new flexibility that can
be suitable for pansharpening. Variations of our formulation
should be applicable to a variety of problems. The goal of this
paper is to demonstrate that this formulation is applicable to
the pansharpening problem.

4. PROBLEM FORMULATION

One may observe that in coupled dictionary learning there is
often very similar information stored in the different dictio-
naries. This is especially true when dealing with multispec-
tral images, as there is a lot of overlapping information in
different spectral bands. Since there is a lot of redundant in-
formation in the different bands, it is natural to construct a
model to exploit this. This is the motivation for our proposed
method, to find one dictionary that contains information from
all bands, as well as a set of linear transformations taking the
cumulative information to a specific band. Specifically, our
formulation for the pansharpening problem

argmin
Pi,D,X

∑
i

σi
2
‖PiDX − Si‖2F +

∑
i

λi‖Pi‖1 + λ‖X‖1,

subject to ‖D‖2,∞ ≤ 1,

trains a dictionary containing the information from every
band D, as well as a set of sparse linear transformations Pi’s
from the general dictionary to the space of a particular band.
The sparsity regularization on the linear transformations is

appropriate when dealing with images because the value of
any given pixel is most strongly correlated with its neigh-
bors. One can imagine other applications where different
regularization may be more appropriate.

One potential advantage of this formulation can be seen
by considering the dimensionality of our dictionary. In classic
dictionary learning, each atom needs to be the dimensionality
of the signal. In coupled dictionary learning there are multi-
ple signals, each signal with its own dictionary of the corre-
sponding dimensionality. In our proposed formulation there
is a single dictionary whose dimensionality is adjustable, so it
can be chosen appropriately to be able to hold the cumulative
information from each signal. In addition to the single dic-
tionary in our method, there are several sparse linear transfor-
mation matrices that map the generic dictionary to the space
of a specific signal.

5. ALGORITHM

To perform the optimization, we used a classic alternating
minimization algorithm consisting of fixing all but one vari-
able at a time. For each Pi update and X update we utilized
alternating direction method of multipliers (ADMM) [11],
and a variation of method of optimal directions (MOD) was
used for the D update [12].

X∗ = argmin
X

∑
i

σi
2
‖PiDX − Si‖2F + λ‖X‖1

D∗ = argmin
D

∑
i

σi
2
‖PiDX − Si‖2F

subject to ‖D‖2,∞ ≤ 1

P ∗i = argmin
Pi

σi
2
‖PiDX − Si‖2F + λi‖Pi‖1



(a) Reference image of a
red band

(b) Input image of a red
band

(c) Pansharpened image
of a red band via GS

(d) Pansharpened image
of a red band via PCA

(e) Pansharpened image
of a red band via our

proposed method

(f) Reference image of a
green band

(g) Input image of a
green band

(h) Pansharpened image
of a green band via GS

(i) Pansharpened image
of a green band via PCA

(j) Pansharpened image
of a green band via our

proposed method

Fig. 3: Some sample reference and degraded images to be sharpened from Moffett data set

6. TRAINING PROCEDURE

To train our model we require both reference images for each
band as well as the degraded input images that are to be
processed during validation. For each band in the data set,
our model trains one linear transformation to the reference
images, and one linear transformation to the input images.
Along with the pairs of reference and input images, the single
high resolution panchromatic image is also used during train-
ing. One half of the data was used for training the model, the
other half was used as a validation set.

7. VALIDATION PROCEDURE

To test the trained model we applied it to the validation half of
the data set. To compare our method to others we used three
methods to measure the quality of the sharpened image. Cross
correlation (CC) measures the spatial similarity of the sharp-
ened image and the reference image. Spectral angle mapper
(SAM) measures the spectral similarity between hyperspec-
tral images. Root mean squared error (RMSE) measures the
`2 distance between the reference and sharpened image. Nu-
merous pansharpening methods involve interpolating a low
resolution image to a high resolution and use the interpolated
image as an approximation in which to fill in details. Our
method is also suitable for this, but for clarity we skipped
this to demonstrate the flexibility of our proposed technique.
For a comparative study, we referred to two of the more basic
pansharpening techniques, GS and PCA.

8. MOFFETT DATASET RESULTS

The publicly available Moffett data set is a hyperspectral im-
age of 224 bands that contains both urban and vegetative re-
gions taken by Airborne Visible Infrared Imaging Spectrom-
eter (AVIRIS). Our method was compared using the frame-
work developed in [6]. In summary, the reference image was
degraded using Wald’s protocol by a factor of 5 to construct
the low resolution image to be sharpened [13]. The patches
for the high resolution and low resolution images were cho-
sen to be 15 by 15 and 3 by 3 respectively. The dictionary was
chosen to be 225 by 300. The only image preprocessing steps
taken were centering of the signal. Samples of the trained
dictionary atoms transformed to some bands are shown in fig-
ure’s 1 and 2. Applying GS, PCA, and our proposed method
to this data set we obtain the numeric results shown in the
table.

GS PCA Proposed Method

CC 0.917 0.906 0.935
SAM 12.95 13.4 10.6

RMSE 420.5 445.1 364.6

Figure 3 depicts the reference images, input images, and
results from the different methods. Visually one can see
that the proposed method provides the best fidelity to the
relative intensities of the different bands. Unfortunately our
method also shows evidence of blocking artifacts, most no-
table around the high contrast areas at the bottom. These
artifacts are a known disadvantage to dictionary learning



techniques that originate from centering the data. The ar-
tifacts cause the detail in the GS and PCA methods to be
visually more precise. Numerically from the three measures
of image quality, our method is superior to both GS and PCA
as shown in the table.

9. CONCLUSIONS

This work demonstrates that a triple factorization in coupled
dictionary learning achieves better results than some of the
more basic pansharpening techniques. Other variations of the
proposed data fusion model are suitable to different problems
and will be the subject of future work. One future avenue to
explore is different methods of regularization for the linear
transformations to each signal space.
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