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ABSTRACT

Monaural source separation is a challenging problem that has
many important applications in music information retrieval.
In this paper, we focus on the score-informed variant of this
problem. While non-negative matrix factorization and some
other approaches have been shown effective, few existing ap-
proaches have properly taken the phase information into ac-
count. There are unnatural sound in the separation result, as
the phase of each source signal is considered equivalent to
the phase of the mixed signal. To remedy this, we propose to
perform source separation directly in the time domain using
a convolutional sparse coding (CSC) approach. Evaluation
on the Bach10 dataset shows that, when the instrument, pitch
and onset/offset time are informed, the source to distortion ra-
tio of the separation result reaches 8.59 dB, which is 2.02 dB
higher than a state-of-the-art system called Soundprism.

Index Terms— Convolutional sparse coding, dictionary
learning, score-informed monaural source separation

1. INTRODUCTION

The problem of source separation has many variants in mu-
sic, such as the separation of the leading instrument from the
accompaniments [1], isolating the singing voice [2-4], and
the separation of all the instruments involved in a music piece
from one another [5]. Sometimes source separation is consid-
ered as a pre-processing step of the subsequent music signal
analysis, sometimes the result of separation is directly used in
applications such as automatic Karaoke.

As monaural source separation is challenging, the use of
side information is considered necessary for better separation
result. Even a user-guided separation system with intense user
feedback [6, 7] is an acceptable and emerging solution. We
consider in this paper the case where the score of the target
music piece is given, but without additional user involvement.
Such a score-informed scenario has received increasing atten-
tion in recent years, because the scores for some music per-
formances may not be difficult to obtain [8—10]. However,
existing approaches usually operate on the magnitude part of
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the spectrogram, leaving phase information unexploited. To
generate the separated time-domain signals for each source,
these approaches simply use the phase of the mixture as the
phase of each source, leading to perceptible unnatural sound.
Some approaches have been proposed to alleviate this “phase
copy” issue, but were not tested in a real recording with the
score informed [11-13]. Our proposal is to perform separa-
tion directly in the time domain using convolutional sparse
coding (CSC) [14,15], which assumes that the mixture can be
reconstructed by the sum of a set of convolutions with time-
domain dictionary filters. As phase information is preserved,
this approach can result in better perceptual quality.

In what follows, we first review several related works, and
then define the problem. We study how to perform source
separation with CSC by building a semantically meaningful
dictionary. Finally, we report experimental results illustrating
the phase copy issue and validating the effectiveness of CSC.

2. RELATED WORKS

Many prior works on informed source separation only con-
sider the magnitude of short time Fourier transform (STFT).
For example, Ewert and Miiller employed non-negative ma-
trix factorization (NMF) to separate the left/right hand of a
piano performance with score information [8]. The formula-
tionis X ‘¢ |STFT(x)| » WH " Y, where X ¢ R
is the magnitude of STFT on the observed waveform x € R",
and X is approximated by the product of W ¢ Rig 7 and
H e RI{", and ¢ < min(f,n). W stands for the ¢ templates
appeared in the observation. For example, a column stands
for the frequency distribution of a pitch of the piano, and its
time activation is given in the corresponding row of H. By
initializing W and H properly according to a well-annotated
MIDI file (which served as the score), they achieved decent
separation quality. The separation process is
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where the subscripts, [, j, m, index the elements of the corre-
sponding matrices. Eq. 1 is a Wiener filter that redistributes
each time-frequency bin to the j™ component (i.e. source).



As the second example, Duan and Pardo proposed an on-
line system called Soundprism that performs source separa-
tion based on a score follower, with score given by a MIDI file
[5]. Similar to, but slightly different from an NMF approach,
Soundprism also reconstructs each separated signal by prop-
erly splitting the magnitude of each time-frequency bin of X
to corresponding channels according to found pitches.

Although both approaches yield good quality in recon-
struction, they suffer from the phase copy issue as only
the magnitude part of the spectrogram is considered. Both
approaches require copying the phase from STFT (x) for re-
constructing all the sources, but this is evidently sub-optimal
for 1) the phase of different sources would not be identi-
cal, and 2) phase usually carries important timbre informa-
tion [16]. The resulting unnatural sound, despite being subtle
at times, may not be acceptable to a critical ear.

Recently, Yoshii ez al. [11] proposed an extension of NMF
called log-determinant positive semidefinite tensor factoriza-
tion (PSDTF). While NMF is not applicable to time-domain
signals because of the presence of negative values, PSDTF is
applicable because the outer product of a time-domain signal
is a rank-1 PSD matrix that can be used as the input. Accord-
ingly, the phase copy issue is circumvented. They obtained
superior quality in simple synthetic data, but they did not re-
port the result on real data due to extremely high computa-
tional cost [11]. There are some other NMF-based approaches
that consider phase, but they were either tested on simple syn-
thetic waveforms or synthetic piano recordings [12, 13].

Sparse coding (SC) is another component analysis tool
akin to NMF [17, 18]. We will consider the specific SC form
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where xr; is the i™ column of X, D € R/*¥ is referred
to as the dictionary, which plays a similar role as W, and
o € R is akin to a row of H. SC assumes that xz; can be
approximated by a sparse linear combination of a set of dic-
tionary vectors, whose sparsity is controlled by the parameter
A. Although it is possible to use time-domain signals as input
to SC, for audio signals it is more plausible to replace the ma-
trix multiplication by convolution, in view of the source-filter
model of sound production [19]. This gives rise to the idea of
CSC [14,15], whose details will be given in Section 4.

To our best knowledge, however, there have been few ap-
plications of SC to source separation. Blumensath and Davies
employed SC for note extraction from polyphonic piano and
monaural blind source separation, without side information
[20]. In addition to using a simple dictionary, they consid-
ered building a shift-invariant dictionary with shifted code-
words (i.e. columns of the dictionary) in time domain. As
the convolution operator has commutative property, the idea
is equivalent to CSC. However, they only discussed how to
discard redundant codewords in the dictionary when solving
Eq. 2, rather than solving with the full dictionary. On the

other hand, Mgrup et al. studied shift-invariant SC, which
has the same form as CSC, in image and music [21]. For mu-
sic, they applied a non-negativity constraint as the amplitude
of the spectrum is used, but they only presented a preliminary
result on separating an organ and a piccolo, rather than an
objective evaluation. More importantly, this approach would
also suffer from the phase copy issue.

3. PROBLEM DEFINITION

In this work, we consider the separation of a monaural and
polyphonic music with p different instruments (i.e. sources)
with certain side information. For a monaural time-domain
audio signal x,, € R™ with length n, we can express it as

Xy = Syl +e, 3)

where S,, € R™*? is the source matrix with p channels, 1,, is
a p-dimensional mixing vector with all elements equal to 1,
and € is a noise term. For convenience, we further segment
xp = [x01,%} 5,...,x} ,]. The ultimate goal is recovering
S, with only x,, given. As the problem is clearly ill-posed,
most approaches, this work included, require other informa-
tion for high-quality separation. Specifically, we consider the

following two types of side information in this paper.

type 1 We assume the musical instruments and the pitches of
each part that will be presented in the audio signal (but
not their orderings and onsets/offsets) are known.

type 2 Besides the type 1 information, we are further given
the onset and offset time of each note. In practice, this
information can be obtained by a score follower [5], a
multi-pitch estimator [22], or the score, assuming that
tempo is given and players are sufficiently professional.

4. PROPOSED ALGORITHM

SC has been applied with success in many music classifica-
tion problems [23,24]. Nevertheless, SC-based source sepa-
ration requires the solution « to be truly sparse, which is not
a major concern for classification problems. In addition, SC-
based source separation demands either the D to be seman-
tically meaningful or availability of appropriate side informa-
tion, so that we can reconstruct the sources by using different
parts of Dp. For example, each column of D may corre-
spond to a pitch of an instrument. To increase the chance of
finding the exact solution, we implicitly put constraints in the
time domain by using a convolutional approach. Moreover,
with a convolutional approach, it is easy to directly process
the time-domain signal to circumvent the phase copy issue.

4.1. Convolutional Sparse Coding

We first assume a time-domain dictionary superset D =
[dy,ds,...,ds] isknown, where d; € R, Vie K = {1,2,...,k}
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Fig. 1. Ilustration of the source separation system based on convolutional sparse coding.

Table 1. The chorale names and indices of the Bach10

#  name # name

1 Ach Gott und Herr 6 Die Sonne

2 Ach, Lieben Christen 7 Herr Gott

3 Christe der du bist Tag und Licht 8 Fiir Deinen Thron
4 Christe, Du Beistand 9 Jesus

5  Die Nacht 10 Nun Bitten

is a codeword with arbitrary finite length ¢;,which can be dif-
ferent for different codewords. D is assumed to cover all the
pitch ranges of all the instruments of interest. For an input
Xy, CSC aims to solve the following optimization problem
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where x,, ., denotes the w-th segment of the input, o; € R"™ is
the sparse coefficient vector of the i-th codeword, and S, , ©
KC is a dictionary subset selected by side information (i.e. type
1 or 2 described in Section 3). Different S, ,, would be used
for different inputs, and S, ,, is selected according to whether
a pitch presents in x,, ,,. When onset and offset are informed
(i.e. type 2), Sy, can be precisely determined, and the seg-
mentation of the input can be arbitrary. In contrast, for type 1
we solve for x,, directly in Eq. 4 without segmentation.

Comparing the formulation to NMF, we see that o; is sim-
ilar to the i-th row of H (the activation of a pattern), and d; is
the i-th column of W. The difference is that CSC adopts the
convolution operator, x, for reconstruction, and that a sparsity
constraint on «; is enforced.

Figure 1 shows the overview of our source separation sys-
tem. As the dictionary is composed of multiple instruments,
we can recover each instrument signal by simply summing the
convolved result of codewords corresponding to that instru-
ment. That is, 8,4, = Zite,u,w d; * o; , where Z; is the set
of codewords for the 5™ instrument and U§=1 Liww = Suw-

4.2. Supervised Dictionary Learning

The dictionary can be built by an exemplar or a learning ap-
proach. Using an exemplar dictionary copied from the real
separated source should be a near perfect approach. How-
ever, the problem is that the separated source is not known a

priori. Simply using an exemplar dictionary built from other
music may not perform well due to the mismatch between the
input signal and the dictionary. For example, a violist can ex-
press a pitch in different durations, dynamics, and timbre. As
an alternative, we can use a learned dictionary by learning a
number of codewords to capture the variations of each pitch
in each instrument. This dictionary learning process entails

1
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where z; Vj € 7y, are the training data for m-th set of code-
words, P, is an index set such that \J;,_; P, = K, and r is
the number of trained sub-dictionaries.

In our implementation, we use an efficient CSC solver
[15] for solving Eqgs. 4 and 5.

5. EXPERIMENTS

5.1. Dataset & Evaluation Criteria

We performed objective evaluation of the separation quality
using the Bach10 dataset [5], since it is one of the few datasets
recorded with real instruments evaluation. Table 1 lists the
ten J. S. Bach chorales in Bach10. Each of them consists of
four parts: violin, clarinet, saxophone and bassoon. The sam-
pling rate is 44,100 Hz and duration ranges from 25 to 42 sec-
onds. From the annotated text files of Bach10, we extracted
all the side information needed for both type 1 and 2 for each
chorale. In our experiment, we considered a 2-fold cross vali-
dation evaluation protocol, using the full chorales of one fold
for dictionary learning and the first 5 seconds of the other fold
for source separation, and repeating the experiment again by
interchanging the roles of the two folds. We took a random
partition and used {[1, 2, 3, 6, 10]} and {[4, 5, 7, 8, 9]} as the
two folds. The performance was measured over the average
of sources in terms of source to distortion ratio (SDR), source
to interferences ratio (SIR), and source to artifact ratio (SAR),
calculated by the Blind Source Separation (BSS) Eval toolbox
v3.0 [25]. As these are standard metrics in source separation,
we refer readers to [25] for the definitions and details thereof.



Table 2. Objective performance evaluation

Method Dictionary SDR SIR  SAR
type 1+S, CSC  exemplar (oracle) 13.48 30.89 13.61
type 1 CSC learned (0.1 sec) 7.01 1045 10.66
type 2 CSC learned (0.1 sec) 859 1354 10.95
Soundprism [5] N/A 6.57 10.66 9.41

5.2. Setting and Result

Table 2 compares the performance of different settings of
CSC against Soundprism [5], which achieved the best known
performance for Bach10 so far. The first row gives an approx-
imate upper bound of CSC-based approach with an exemplar
dictionary. This can be viewed as an oracle method because
D was built from segmentations of S,, of the ten chorales,
where the segmentation was done according to the onset and
offset times. Moreover, we used the type 1 side informa-
tion to inform CSC. It can be found that this oracle method
outperforms Soundprism by almost 7dB in SDR, exhibiting
extremely high quality separation.

The second and third rows, on the other hand, used the
same dictionary superset D learned from the training fold.
Specifically, we set t; = 4,410, Vi € IC (i.e. the length of the
dictionary filters is 0.1 second) and |P,,| = 4,Ym = 1,...,7
(i.e. four dictionary filters for each pitch in each instrument).
The parameter A is set to 0.05 for solving Eq. 5, and A in Eq.
4 is empirically determined and fixed for all the ten chorales.
The two rows differ in the side information given. For type
1, we solve Eq. 4 using the full-length 5-second x, as the
input; for type 2, we solve Eq. 4 using the five one-second
segments X, ,, segmented uniformly from x,, as the inputs
one-by-one. It can be seen that using more side informa-
tion (i.e. type 2) performs better in all the three metrics. Our
hypothesis is that too many codewords might introduce am-
biguity among the codewords and thereby impede stable re-
covery [26, 27], but further work is needed to validate this
hypothesis. However, although type 2 performs better in ob-
jective evaluation, there might be audible artifacts near the
boundary of the segments due to discontinuities caused by
independently solving each segment. While a comprehen-
sive subjective evaluation of the separation quality is left as
a future work, we do provide the audio files of the separa-
tion result as an online supplementary material that can be
accessed at the link http://mac.citi.sinica.edu.
tw/research/CSC_separation/.

By comparing the second to fourth rows of Table 2, we
see that for either type of side information the score-informed
CSC outperforms Soundprism in most metrics. The perfor-
mance difference between the type 2 CSC is around 1.5 dB
for SDR and 3 dB for SIR. Moreover, even without the on-
set/offset information, the type 1 CSC still compares favor-
ably with Soundprism. While Soundprism requires a MIDI
file that contains both the pitch and the corresponding order
of the pitch, the type 1 method only needs pitch information.

To illustrate the phase copy issue, we show five wave-

Fig. 2. Analysis of the phase copy issue using real signals.

forms in Figure 2 and present a qualitative analysis. The
waveforms are excerpts of the third pitch from the saxophone
with midi number 57 in chorale 9 of Bach10. From the top to
bottom, the waveforms are ground truth, Soundprism (phase
copied from mixed source), Soundprism with phase copied
from ground truth (the window length is different in both
cases), our approach with onset informed, and the last one
combined the magnitude of our approach and the phase from
ground truth. By observing the shape of first three waveforms
from top, it can be found that, with phased copied from the
ground truth, Soundprism has a relatively similar shape to the
ground truth. As a much different envelope gives a percepti-
ble auditory difference, we can infer that using a phase from
the mixed observation may easily cause unnatural sound. On
the contrary, the differences among the ground truth and the
two waveforms of CSC are relatively subtle, suggesting that
the timbre information is well preserved by CSC. This find-
ing is consistent with our subjective experience in listening
to the separation result, although it is difficult to quantify the
subjective evaluation here.

6. CONCLUSION

In this paper, we have demonstrated that CSC is an adequate
method to exploit side information for time-domain monau-
ral source separation. We have proposed and evaluated two
variants of the CSC approach, using different levels of side
information, and showed that pitch informed CSC compares
favorably with a state-of-the-art method Soundprism that re-
quires the exact ordering of the pitches. Moreover, when on-
set and offset times of the pitch is informed and employed to
segment the input signals, the proposed method outperforms
Soundprism remarkably in three objective performance met-
rics. Although not quantitatively reported here, we found that
CSC can tolerate some errors in the onset/offset time. Based
on our findings, we envision that one can combine CSC with
state-of-the-art multi-pitch and onset detectors to develop a
practical source separation system [28,29].

That being said, we need to point out that the performance
of CSC is sensitive to the quality of the dictionary. If the dic-
tionary does not match the input signal, the separation quality
can be poor. Therefore, further work is needed to improve the
mismatch tolerance of CSC or to improve its scalability.
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